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● What is multilingual plagiarism detection?
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Detailed Analysis

recognizing plagiarized sections on character levelcandidate-document
containing plagiarized 
sections

reference corpus 
of source-documents  

Candidate Retrieval

language 1 language 2 
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● How does CL-OSA detect multilingual plagiarism ? ● How does CL-OSA detect multilingual plagiarism ? 
English candidate document: “The computer system is used for plagiarism detection in multiple languages.”

French source document:  “Le système informatique est utilisé pour la détection de plagiat multilingue.”
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Input textInput text “The computer system is used for plagiarism detection in multiple 
languages.”

Detecting 
language

Detecting 
language “en”

Lemmatization/
verb to noun

Lemmatization/
verb to noun computer/system/use/plagiarism/detection/multiple/language

Detecting topicDetecting topic “neutral”
biology, fiction, or neutral (determines filter of 

wikidata-terms and disambiguation type)

tokenizationtokenization "The|computer|system|is|used|for|plagiarism|detection|in|multiple|languages"

for non-whitespace separated languages use dictionary lookup here

POS and NERPOS and NER DT/NN/NN/VBZ/VBN/IN/NN/NN/IN/JJ/NNS

person, location, organisation for NER-type disambiguation
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with coarse filter (fiction, biology, neutral)Filter resultsFilter results
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NER-
Disambiguation

NER-
Disambiguation disambiguate by NER (person, location or organisation)
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(3,2,1)-n-grams(3,2,1)-n-grams

"the|computer|system|

       computer|system|

                       system|

computer|system|is

               |system|is

                            |is

send to Wikidata-database,
query by: label and language

Wikidata-database



CL-OSA Entity DisambiguationCL-OSA Entity Disambiguation
English Document: “Bass is a name shared by many species of fish.”

Example Token: “bass”

Label Entity-id Ances
tor 
level

“bass” Q27911 0  

 “voice” Q17172850 1

 “voice” Q7390 2

 “animal 
vocalization”

 Q97234227 3

 ….. 

Label Entity-id Ances
tor 
level

“bass” Q1224135 0  

 “fish” Q152 1

 “aquatic 
animal”

Q1756633 2

 “animal” Q729 3

 ….. 

This entity is selected!

The document also 
contains ‘fish’ 

so this disambiguation
has more weight
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● The entities for each document are denoted as vectors
● Scoring similarity is done by applying boolean weight to the term 

frequency  
● The similarity of a candidate to a source vector 

(d  to d′ ) is calculated by cosine-similarity ≫ ≫

● The entities for each document are denoted as vectors
● Scoring similarity is done by applying boolean weight to the term 

frequency  
● The similarity of a candidate to a source vector 

(d  to d′ ) is calculated by cosine-similarity ≫ ≫



Evaluation: Candidate RetrievalEvaluation: Candidate Retrieval

10

● Evaluation of Candidate Retrieval Task
– MRR: Mean Reciprocal Rank is used as metric 
– Four multilingual corpora in EN, ES, JA, ZH, FR are used

● Evaluation of Candidate Retrieval Task
– MRR: Mean Reciprocal Rank is used as metric 
– Four multilingual corpora in EN, ES, JA, ZH, FR are used

candidate-document
 

reference corpus of source-documents  
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● Evaluation of Detailed Analysis Task
– The evaluation metric by Salvador et al. [1] (CL-KGA) is used. 
– This uses sliding window with merging algorithm to create consistent plagiarism cases
– PAN-PC-11 (EN-ES and EN-DE) partitions are used as corpora
– Metrics are ‘Plagdet’ (Q), Recall (R), Precision (P) and Granularity (G) from PAN-PC 
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● Benefits of CL-OSA
– No machine translation which uses parallel corpora is required
– It doesn’t require pre trained language models
– Knowledge-base can be kept up to date, Wikidata license
– Amount of entities is constantly increasing in most languages

● Outlook
– Investigate performance in Detailed Analysis Task (performance by obfuscation, case-
length)

– Investigate performance in terms of hardware requirements and timings 
– Optimize the weighting scheme for CL-OSA (i.e. TF/IDF instead of binary weights) 
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Contact:

Johannes Stegmüller 

stegmueller@gipplab.org

Twitter: @hyper_node
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